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1 Abstract

In this mini-report, we discuss the process of using Supervised Fine-tuning (SFT) to produce a Low Rank
Adapter (LoRA) that guides the model into producing a ”Final Answer” after its reasoning and initial
output. The capability enhances the model’s usability by providing clear, concise conclusions following
its chain-of-thought reasoning. Using our in-house Synthetic Data Generator, we modified an open-source
medical reasoning dataset to include a single sentence summary of the answer.

We successfully implemented this fine-tuning on a single NVidia A100 GPU, demonstrating the feasibility
of adapting foundational models with limited computational resources. This work has potential in many
”knowledge worker” use cases, where both a transparent reasoning process and a concise, actionable answer
are required, particularly in medical contexts where decision support must balance thoroughness with clarity.

2 Introduction

Given the success of DeepSeek R1 [3], along with the addition of it as a highly capable reasoning model to the ever-growing
number of open-source models, we wanted to determine the viability of adapting a distilled version of R1 to respond with a
different form, without losing the quality that comes with reasoning.

Previous work on SFT from DeepSeek was adapting a non-reasoning model (Qwen2.5) to be a reasoning model by
training it on 800K outputs of the base R1 model. Other work on fine-tuning reasoning models uses other techniques like
Reinforcement Fine-tuning [4]. However, this is useful when you have highly verifiable outputs, such as producing code which
can then be run against unit tests. For our case, adapting the model to produce similar, but structured outputs SFT is more
suited.

3 Methodology

3.1 Dataset

Initially, we wanted to adapt the model to an internal dataset. However, since the base model is a reasoning model, we
must use a reasoning dataset. Without one, applying SFT would guide the model away from reasoning, and more towards a
generic LLM answer.

One potential mitigation to this problem would be to ignore the effect of any generated reasoning tokens on the overall
loss. Unsloth [2] (a fine-tuning library) implement this well in train on responses only() - ignoring the effect of the user
question on the loss, and this could be extended to all reasoning tokens. We leave this to future work to determine the
viability of this.

Given that we were required a reasoning dataset, we needed to generate our dataset from a reasoning model, similar
to how DeepSeek produced the set of distilled models initially. Fortunately, a freely available reasoning dataset exists on
HuggingFace1, created by Chen et al. [1]. This dataset was created from a series of medical benchmarks. Initially, OpenAIs
GPT-4o [6] is repeatedly prompted using a variety of techniques until the model gets the answer correct. The entire search
for the correct answer is compressed and formatted into a single complex CoT reasoning process, which means we obtain
both a full reasoning process and a final correct answer.

We extended this dataset using our in-house Synthetic Data Generator to add an additional aspect to the response, a
final summary, prompting Claude Sonnet 3.5 (new) to do so. Given all of this, we could construct examples to provide to
our model that look like Figure 1.

1https://huggingface.co/datasets/FreedomIntelligence/medical-o1-reasoning-SFT
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{question}
<think>
{reasoning}
</think>
{output}
Final Answer: {summary}

Figure 1: The style of input provided to the model during fine-tuning

By providing examples in this way, not only would our LoRA guide the model into answering in a way more similar to
the outputs collated by GPT-4o, but also always respond with a Final Answer: at the end. Our final dataset is publically
released on HuggingFace2.

3.2 Fine-tuning

In order to finetune our model, we used Unsloth [2]. Unsloth is a fine-tuning library that reduces the time & memory require-
ments for fine-tuning compared to Transformers. Their team have created a series of 4bit quantized version of popular open
source models, including the model we want to finetune: https://huggingface.co/unsloth/DeepSeek-R1-Distill-Qwen-1.
5B-unsloth-bnb-4bit. Fine-tuning this quantized version allows for much faster iteration speeds.

For the fine-tuning, we created a LoRA with a rank of 16 and an alpha of 32. This ratio is recommended by Shuttleworth
et al. [8]. They also recommend to use rank-stabilized LoRA [5], which adjusts the scaling factor of the adapters. We
included this as well.

In terms of hyperparameters, we used the Adam 8bit optimizer, a learning rate of 2e-4 and an effective batch size of 128.
We trained the model for 100 steps on 23000 samples.

4 Results

Given our test set of 326 questions (not included in the fine-tuning dataset), we compared the base model to our finetuned
model on two metrics: (1) Presence of ’Final Answer’ and (2) Accuracy. We expected that (1) should significantly
increase after fine-tuning, since this was our goal, and we hope that (2) does not decrease. This is because LoRA SFT is
not adding knowledge to the model, it’s simply guiding it to produce a different style of output. We would not expect the
model to improve on medical questions it has not seen before. Our results for this experiement (tested against 326 unseen
questions) can be seen in Table 1.

Model Name Presence of ’Final Answer:’ Accuracy

R1-Distilled-Qwen1.5B (Base) 0.043 0.181
R1-Distilled-Qwen1.5B (Finetuned) 0.997 0.132

Table 1: Comparison of DeepSeek-R1-Distill-Qwen-1.5B-unsloth-bnb-4bit finetune

To measure accuracy, we used LLM-as-a-Judge [9], with Claude Haiku 3.5 acting as judge. Since we know that the
responses in the original Chen et al. dataset are correct, we can ask the judge to compare those to our generated responses.

To determine if the difference in accuracy between the base and fine-tuned models was statistically significant, we applied
McNemar’s test, which is appropriate for comparing paired nominal data. The test examines the symmetry of disagreements
between the two models. We obtained a p-value of 0.039, which is below the conventional significance threshold of 0.05,
indicating that the accuracy decrease is statistically significant rather than due to random chance. This accuracy loss was
somewhat expected, as we fine-tuned the R1-based model using a dataset derived from GPT-4o’s reasoning patterns. Since
GPT-4o has been shown to underperform R1 on reasoning tasks, adapting our model to emulate GPT-4o’s reasoning structure
likely contributed to the observed decrease in accuracy.

5 Conclusion

A concise final summary after reasoning is valuable as it reduces cognitive load for users who need quick answers but can
reference reasoning when needed. In wider terms, we also showed that it’s possible to adapt a reasoning model to have a
structured output, which becomes important when adding these models to agentic systems. Agentic systems will favour
smaller models due to reduced computational requirements, and we proved here that it’s possible to format the outputs

2https://huggingface.co/datasets/tcotter/o1-medical-data-reasoning-w-summary
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of a small (1.5B) model without prompt engineering. This enhances the practical utility of reasoning models in real-world
applications.

Our work demonstrates an effective fine-tuning approach for modifying output format without prompt engineering. This
shows promise for building AI systems to help users who require both a short summary for the next actions, along with a long
reasoning process for review if required. This approach is especially valuable in high-stakes domains like medicine, finance,
and legal applications, where both efficiency and reasoning transparency are critical for responsible deployment and human
oversight. As smaller reasoning models continue to improve, techniques that enhance their practical utility while preserving
their reasoning capabilities will play an increasingly important role in the responsible advancement of AI systems.

5.1 Future Work

Whilst we did see a significant improvement in the presence of a ”Final Answer”, the accuracy did drop slightly. This shows
that more work needs to be done in being able to adapt these models to produce formatted outputs, whilst still keeping the
high level of performance. Recently, Chen et al. have released an additional dataset3, created by DeepSeekR1 rather than
GPT-4o. Using this dataset might prove to produce better results, since we know that R1 performs better than GPT-4o.
Other future work will include using GRPO [7] to perform reinforcement fine-tuning or by adapting the training process to
ignore the effect of reasoning tokens on the loss. Both of these techniques require further research, though reinforcement
fine-tuning appears most promising as it could directly optimize for maintaining accuracy while enforcing the desired output
format.
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