
Pixtral 12B

Abstract

We introduce Pixtral 12B, a 12–billion-parameter multimodal language model.
Pixtral 12B is trained to understand both natural images and documents, achieving
leading performance on various multimodal benchmarks, surpassing a number of
larger models. Unlike many open-source models, Pixtral is also a cutting-edge text
model for its size, and does not compromise on natural language performance to
excel in multimodal tasks. Pixtral uses a new vision encoder trained from scratch,
which allows it to ingest images at their natural resolution and aspect ratio. This
gives users flexibility on the number of tokens used to process an image. Pixtral is
also able to process any number of images in its long context window of 128K
tokens. Pixtral 12B substanially outperforms other open models of similar sizes
(Llama-3.2 11B & Qwen-2-VL 7B). It also outperforms much larger open models
like Llama-3.2 90B while being 7x smaller. We further contribute an open-source
benchmark, MM-MT-Bench, for evaluating vision-language models in practical
scenarios, and provide detailed analysis and code for standardized evaluation
protocols for multimodal LLMs. Pixtral 12B is released under Apache 2.0 license.

Webpage: https://mistral.ai/news/pixtral-12b/
Inference code: https://github.com/mistralai/mistral-inference/
Evaluation code: https://github.com/mistralai/mistral-evals/

1 Introduction

This paper describes Pixtral 12B, a multimodal language model trained to understand both images
and text, released with open weights under an Apache 2.0 license. Pixtral is an instruction tuned
model which is pretrained on large scale interleaved image and text documents, and hence is capable
of multi-turn, multi-image conversation.

Pixtral comes with a new vision encoder which is trained with a novel ROPE-2D implementation,
allowing it to process images at their native resolution and aspect ratio. In this way, the model can
flexibly process images at low resolution in latency-constrained settings, while processing images
at high resolution when fine-grained reasoning is required.

When compared against models of a similar size in the same evaluation setting, we find that Pixtral
delivers strong multimodal reasoning capabilities without sacrificing text-only reasoning performance.
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Figure 1: Pixtral Performance. Pixtral outperforms all open-models within its weight class on multimodal
tasks by a substantial margin. Left: Performance on MM-MT-Bench, a new multimodal, multiturn, instruction
following benchmark designed to reflect real world usage of multimodal language models. Right: Performance
on the public LMSys leaderboard (Vision arena, October 2024).

For instance, our model matches or exceeds the performance of models like Qwen2-VL 7B [23] and
Llama-3.2 11B [6] on popular multimodal benchmarks like MMMU [24] and MathVista [14],
while outperforming most open-source models on popular text-only tasks like MATH [7] and
HumanEval [26]. Pixtral even outperforms much larger models like Llama-3.2 90B [6], as well as
closed models such as Claude-3 Haiku [1] and Gemini-1.5 Flash 8B [18], on multimodal benchmarks.

During evaluation of Pixtral and the baselines, we found that evaluation protocols for multimodal
language models is not standardized, and that small changes in the setup can dramatically change
the performance of some models. We provide thorough analysis of our experience in re-evaluating
vision-language models under a common evaluation protocol.

Specifically, we identify two issues with evaluation:

• Prompts: Several benchmarks have default prompts which are under-specified, and dramatically
reduce the performance of leading closed source models [16, 1] compared to reported figures.

• Evaluation Metrics: The official metrics typically require exact match, which score model
generations as correct only if they exactly match the reference answer. However, this metric penalizes
answers which are substantively correct but in a slightly different format (e.g., "6.0" vs "6").

To alleviate these issues, we propose ‘Explicit’ prompts that explicitly specify the format required by
the reference answer. We further analyze the impact of flexible parsing for various models, releasing
the evaluation code and prompts in an effort to establish fair and standardized evaluation protocols1.

Moreover, while current multimodal benchmarks mostly evaluate short-form or multiple-choice
question answering given an input image, they do not fully capture a model’s utility for practical
use cases (e.g. in a multi-turn, long-form assistant setting). To address this, we open-source a novel
multimodal, multi-turn evaluation: MM-MT-Bench2. We find that performance on MM-MT-Bench
correlates highly with ELO rankings on the LMSys Vision Leaderboard.

Pixtral excels at multimodal instruction following, surpassing comparable open-source models
on the MM-MT-Bench benchmark (see Figure 1). Based on human preferences on the LMSys
Vision Leaderboard, Pixtral 12B is currently the highest ranked Apache 2.0 model, substantially
outperforming other open-models such Llama-3.2 11B [6] and Qwen2-VL 7B [23]. It even ranks
higher than several closed models such as Claude-3 Opus & Claude-3 Sonnet [1], and several larger
models such as Llama-3.2 90B [6].

1https://github.com/mistralai/mistral-evals/
2https://huggingface.co/datasets/mistralai/MM-MT-Bench
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Figure 2: Pixtral Vision Encoder. Pixtral uses a new vision encoder, which is trained from scratch to natively
support variable image sizes and aspect ratios. Block-diagonal attention masks enable sequence packing for
batching, while ROPE-2D encodings facilitate variable image sizes. Note that the attention mask and position
encodings are fed to the vision transformer as additional input, and utilized only in the self-attention layers.

2 Architectural details

Parameters Decoder Encoder

dim 5120 1024
n_layers 40 24
head_dim 128 64
hidden_dim 14336 4096
n_heads 32 16
n_kv_heads 8 16
context_len 131072 4096
vocab_size 131072 -
patch_size - 16

Table 1: Decoder and encoder parameters.

Pixtral 12B is based on the transformer architecture [22],
and consists of a multimodal decoder to perform high-
level reasoning, and a vision encoder to allow the model
to ingest images. The main parameters of the model are
summarized in Table 1.

2.1 Multimodal Decoder

Pixtral 12B is built on top of Mistral Nemo 12B [15], a
12-billion parameter decoder-only language model that
achieves strong performance across a range of knowledge
and reasoning tasks.

2.2 Vision Encoder

In order for Pixtral 12B to ingest images, we train a new vision encoder from scratch, named Pixtral-
ViT. Here, our goal is to instantiate a simple architecture which is capable of processing images
across a wide range of resolutions and aspect ratios. To do this, we build a 400 million parameter
vision transformer [5] (see Table 1) and make four key changes over the standard architectures [17]:

Break tokens: In order to assist the model in distinguishing between images with the same number
of patches (same area) but different aspect ratios, we include [IMAGE BREAK] tokens between image
rows [2]. We further include an [IMAGE END] token at the end of an image sequence.

Gating in FFN: Instead of standard feedforward layer in the attention block, we use gating in the
hidden layer [19].

Sequence packing: In order to efficiently process images within a single batch, we flatten the images
along the sequence dimension and concatenate them [3]. We construct a block-diagonal mask to
ensure no attention leakage between patches from different images.

RoPE-2D: We replace traditional learned and absolute position embeddings for image patches
with relative, rotary position encodings [11, 20] in the self-attention layers. While learned position
embeddings must be interpolated to deal with new image sizes (often at the cost of performance),
relative position encodings lend themselves naturally to variable image sizes.
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Figure 3: Complete Pixtral Architecture. Pixtral has two components: a vision encoder, which tokenizes
images, and a multimodal decoder, which predicts the next text token given a sequence of text and images.
Pixtral can take an arbitrary number of images as input, provided they fit within its 128K context window.

Particularly, let x be a d-dimensional patch vector (either a key or query feature). We denote this
feature as x(i,j) when it appears at position (i, j) in the image. Then, the ROPE-2D transform of
x(i,j) is expressed as:

ROPE-2D
(
x(i,j),Θ

)
= M

(i,j)
Θ x(i,j) , (1)

where M
(i,j)
Θ =



cos iθ1 − sin iθ1 0 0 · · · 0 0
sin iθ1 cos iθ1 0 0 · · · 0 0

0 0 cos jθ2 − sin jθ2 · · · 0 0
0 0 sin jθ2 cos jθ2 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · cos jθ d
2

− sin jθ d
2

0 0 0 0 · · · sin jθ d
2

cos jθ d
2


.

Here, sub-matrices M (i,j)
Θ [k : k + 2, k : k + 2] capture the height position of the feature (i) for odd

values of dimension k, and capture the width position (j) for even values of k (1-based indexing).
Furthermore, Θ = [θ1 . . . θd/2] is a vector of frequencies for the various dimensions of x, where θm
is defined following standard practice for ROPE-1D [20].

Critically, our simple implementation of the ROPE-2D transform satisfies the “relative” property:
that inner products between two vectors are dependent only on their relative difference in height and
width position, rather than their absolute position (see more details in Appendix B).

Discussion: Our vision encoder is specifically designed for multimodal modeling. Traditional
encoders are typically optimized for ImageNet performance at a resolution of, for example, 224×224
or 336× 336 pixels. When incorporated into multimodal language models – which flexibly perform
tasks from standard classification to optical character recognition – prior works typically break an
image into smaller (square) tiles before independently feeding tiles to the vision encoder. Instead, our
vision encoder can naturally adapt to both high and low resolution images at their native aspect ratio,
providing substantially improved performance for multi-modal tasks (see Section 4.4).

2.3 Complete architecture

The Pixtral vision encoder is linked to the multimodal decoder via a two-layer fully connected
network. This network transforms the output of the vision encoder into the input embedding size
required by the decoder via an intermediate hidden layer of the same size, employing the GeLU
activation [8]. The image tokens are treated identically to the text tokens by the multimodal decoder,
including RoPE-1D [20] positional encodings for all tokens. Particularly, our decoder uses a causal
self-attention mechanism, smoothly facilitating capabilities such as multi-image conversations. The
architecture is illustrated in Figure 3.
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Image

How do I crop the  
image to my 
selection?

Prompt

Reference Response

You can crop to your 
selection  

by selecting `Tools > 
Crop` from  

the menu bar. 
Alternatively a  
short cut is …

Model Response
To crop the image to 
your selection in the 
Preview app on a Mac, 
follow these steps…

LLM Judgment

The assistant's answer 
is mostly correct and 

helpful, but it 
includes some 

unnecessary steps and 
slightly incorrect 

information… 

… 

Rating: [[7]]

Figure 4: MM-MT-Bench: We open-source a new instruction following benchmark for multimodal models,
which correlates highly with LMSys ELO ratings. Given an input image, reference answer and model response,
an independent LLM judge is instructed to grade the model’s response on a scale of 1 through 10.

3 MM-MT-Bench: A benchmark for multi-modal instruction following

Most existing multimodal benchmarks measure the ability of a model to perform some form of
multiple-choice question answering given an input image. While this is a useful signal for the model’s
ability to understand the image, it does not capture the extent of the model’s utility to a user (for
instance as a multimodal assistant or chatbot). In order to measure this quality, instruction-tuned
text-only models are typically evaluated on MT-Bench [25], wherein an independent LLM judge
grades a model’s output with respect to a reference answer. We construct and release a new benchmark
named Multimodal MT-Bench (MM-MT-Bench) in a similar vein to the text-only variant, to evaluate
the performance of instruction-tuned multimodal models.

Design. MM-MT-Bench contains 92 conversations in total. It covers a breadth of practical use
cases, covering five categories of images: charts (21), tables (19), PDF pages (24) diagrams (20) and
miscellaneous (8). There are 69 single-turn conversations, 18 conversations with 2 turns, 4 of them
with 3 turns and 1 conversation with 4 turns. To evaluate a model, we query the model in parallel over
all turns of a conversation, providing reference answers for the past turns as history. Each turn is rated
independently by the judge with the entire conversation history provided. The judge is prompted to
rate the conversation on a scale of 1 to 10 based on correctness (i.e. was the extracted information
correct) and completeness (i.e. does the model answer cover all the points raised in the reference).
The evaluation process is illustrated in Figure 4. The judge prompt is provided in Appendix A.5. The
results shown in Table 2 show that MM-MT-Bench has a 0.91 Pearson Correlation Coefficient with
LMSys-Vision ELO ratings.

Examples. MM-MT-Bench was designed to mimic real world usage of vision-language models,
for extraction, summarization and reasoning over the contents of an image. Representative images
from each category are provided in Figure 12 and an example of rated model responses from vision-
language models are provided in Figure 11. We manually curated the images, prompts and answers
and verified the answers from a second group of labelers. We ensure that all prompts require reference
to the image input to be answered correctly.

4 Results

In this section, we provide evaluations of Pixtral 12B against closed and open-source models across
a range of model sizes, re-evaluating all models through the same evaluation harness. Particularly,
for each dataset, we design the prompt such that we can reproduce the results of leading multimodal
models (GPT-4o [16] and Claude-3.5 Sonnet [1]). These prompts are ‘Explicit’ and fully specify the
output format (see Section 4.2), allowing models which follow the prompt instructions to be marked
accurately at test-time. All models were evaluated with the same prompts, which are specified in
Appendix A. We provide additional analysis on re-evaluating models under various prompts and
metrics in Sections 4.2 and 4.3, as well as in Appendices D and E.
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Mathvista MMMU ChartQA DocVQA VQAv2 MM-MT-Bench LMSys-Vision
CoT CoT CoT ANLS VQA Match GPT-4o Judge (Oct ’24)

Pixtral 12B 58.3 52.0 81.8 90.7 78.6 6.05 1076
Qwen-2-VL 7B [23] 53.7 48.1 41.2 94.5 75.9 5.45 1040

→ w/ Flexible Parsing 55.2 48.7 77.5 – – – –
Llama-3.2 11B [6] 24.3 23.0 14.8 91.1 67.1 4.79 1032

→ w/ Flexible Parsing 47.9 45.3 78.5 – – – –
Molmo-D 7B [4] 12.3 24.3 27.0 72.2 57.1 3.72 –
LLaVA-OneVision 7B [9] 36.1 45.1 67.2 90.5 78.4 4.12 –

Claude-3 Haiku [1] 44.8 50.4 69.6 74.6 68.4 5.46 1000
Gemini-1.5-Flash 8B(0827) [18] 56.9 50.7 78.0 79.5 65.5 5.93 1111

Molmo 72B [4] 52.2 52.7 75.6 86.5 75.2 3.51 –
LLaVA-OneVision 72B [9] 57.2 54.4 66.9 91.6 83.8 4.95 992
Qwen-2-VL 72B [23] 68.2 60.3 66.6 96.3 81.6 6.59 1104
Llama-3.2 90B [6] 49.1 53.7 33.8 85.7 67.0 5.50 1071

GPT-4o (0513) [16] 64.6 68.6 85.1 88.9 77.8 7.72 1208
Claude-3.5 Sonnet [1] 64.4 68.0 87.6 90.3 70.7 7.50 1189

Table 2: Multimodal Benchmarks. Pixtral substantially outperforms open models of a similar size, as well
as several closed-source models. We re-evaluate all models with the same prompt and evaluation metric (see
Section 4.2). For transparent comparison against Qwen2-VL 7B [23] and Llama-3.2 11B [6], we additionally
report their performance under relaxed evaluation constraints in (gray) (see Section 4.3). To further investigate
the gap with reported figures for some open-source models, we provide analysis in Section E.

MT-Bench MMLU Math HumanEval
5-shot Maj@1 Pass@1

Pixtral 12B 7.68 69.2 48.1 72.0

LLaVA-OneVision 7B [9] 6.94 67.9 38.6 65.9
Molmo-D 7B [4] 4.53 61.2 10.2 3.7
Qwen-2-VL 7B [23] 6.41 68.5 27.9 62.2
Llama-3.2 11B [6] 7.51 68.5 48.3 62.8

Table 3: Language benchmarks. Pixtral 12B consistently outperforms open-source models of a comparable
size on text-only benchmarks, making it a drop-in multimodal replacement for existing text-only deployments.

4.1 Main Results

Multimodal performance: Table 2 shows that Pixtral substantially outperforms all open models
around its scale on multimodal benchmarks, as well as closed source models such as Claude-3
Haiku [1] and Gemini-1.5 Flash 8B [18]. Particularly, Pixtral outperforms all models of comparable
size on MM-MT-Bench, which targets real world use cases, a finding corroborated by strong perfor-
mance on LMSys Vision Arena. On this public leaderboard, Pixtral 12B approaches the performance
of the largest open-weights models, such as Qwen2-VL 72B [23] and Llama-3.2 90B [6].

We highlight that, with our ‘Explicit’ prompts, the performance of some open-source models is
substantially lower than their reported figures. For the closest open-source models – Qwen2-VL
7B [23] and Llama-3.2 11B [6] – this is mainly due to models not following instructions on answer
formatting (e.g. generating "The answer is 6." instead of "Final answer: 6"). For transpar-
ent comparison against these models, we further report their evaluations using relaxed metrics, with
more flexible parsing, in gray (see Section 4.3). We analyze the performance of these models under
various prompts in Appendix D. In Appendix E, we customize the evaluation to each model in turn,
describing the changes required to bridge the gaps to reported performance.

Language performance: Table 3 evaluates Pixtral 12B against open-source models of comparable
size on common text-only benchmarks (again, with common prompting and evaluation protocols).
Pixtral does not compromise text understanding in pursuit of multimodal capabilities, making it a
suitable drop-in replacement for both text and vision tasks.
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Can you tell me if either of these two 
insects, or maybe even both, are harmful 
to potatoes?
Options:
A. Neither are pest of potato
B. The one with black coloured antennae
C. The one with tan coloured antennae
D. Both are pests of potato

Input Image

Question

<QUESTION>
Please select the correct answer from the 
options above.

Naive prompt (VLMEvalKit)

Explicit prompt (ours)

<QUESTION>
…
Answer in this format:
Final Answer: <answer>
where <answer> is:
- The single correct letter choice A, B, 
C, D, E, F, etc. when options are 
provided.
Only include the letter.
- …

GPT-4o response

…the correct answer is:
D. Both are pests of potato

…Given that both beetles are 
Colorado potato beetles, 
they are both harmful to 
potatoes.

Final Answer: D

Exact Match Metric

Incorrect!

Correct!

re.search(
answer, 
“Final Answer: D”
)

Figure 5: Effect of ‘Naive’ vs. ‘Explicit’ prompts on leading models. Leading models benefit greatly from
‘Explicit’ prompts which provide details about the output format. This makes sense, as otherwise substantively
correct responses are marked as incorrect during evaluation (top row, right).

VQAv2 ChartQA MMMU

Prompt −→ Naive Explicit Naive Explicit Naive Explicit

GPT-4o (0513) [16] 64.2 77.8 58.0 85.1 55.0 68.6
Sonnet-3.5 [1] 50.2 70.7 39.6 87.6 48.6 68.0

Qwen-2-VL 7B [23] 82.1 75.9 83.4 41.2 46.7 48.1
Llama-3.2 11B [21] 29.5 67.1 0.0 14.8 20.7 23.0
Llama-3.2 90B [21] 52.6 67.0 3.9 33.8 27.0 53.7
Pixtral 12B 78.9 78.6 84.3 81.8 45.8 52.0

Table 4: Prompt ablations. Leading models require prompts which explicitly specify the output format to
perform well. Pixtral 12B performs well with both ‘Explicit’ and ‘Naive’ prompts, with only a minor regression
on ChartQA.

4.2 Prompt selection

Here we discuss our methodology for designing the evaluation prompts. In our evaluation harness,
we choose prompts which allow for reproduction of the reported results of leading closed-source
models: GPT-4o [16] and Claude-3.5-Sonnet [1]. These prompts are provided in Appendix A, and
we report results averaged over 10 prompts in Appendix D.

We find that commonly used prompts do not properly specify the output format. For instance, for a
multiple choice question, we find open-source prompts include vague instructions like "Select the
correct answer from the options above". In this case, it is impossible for models to know
whether answers should be presented as an index ("Option A", "Option B" etc.) or with a natural
language response. Models are then penalized for incorrect formatting. As such, leading models
require prompts which explicitly specify the required output format. We illustrate this with a real
example from MMMU in Figure 5.

In Table 4, we demonstrate that our ‘Explicit’ prompts substantially improve the performance of
leading models over ‘Naive’ prompts. We also note that in a number of cases, the performance
of smaller models reduces with the Explicit prompt format, perhaps due to a discrepancy with the
prompt-style in the training set of these benchmarks. Pixtral 12B generally performs better with
Explicit prompts, with only a minor regression on ChartQA.

4.3 Sensitivity to evaluation metrics

In Section 4.2, we discuss the importance of prompts which properly specify the output format.
However, during evaluations, we find that even with Explicit prompts, many models still provide
outputs in various formats, which are then penalized by metrics which require responses to match the
reference answers exactly.

To investigate this, we take models’ generations and evaluate them under progressively looser parsing
constraints. For instance, if the correct answer is "6", flexible metrics do not penalize answers such as
"6.0" or "The answer is 6". We provide the details of these parsing settings in Appendix C, but
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Llama-3.2 11B [21] Llama-3.2 90B [21] Qwen2-VL 7B [23] Pixtral 12B

Mathvista

Baseline 24.3 49.1 53.7 58.3
Flexible level 1 25.9 50.3 54.3 58.3
Flexible level 2 40.2 54.7 54.3 58.3
Flexible level 3 47.9 57.3 55.2 58.5

MMMU

Baseline 23.0 53.7 48.1 52.0
Flexible level 1 23.4 53.7 48.1 52.0
Flexible level 2 41.0 55.7 48.1 52.0
Flexible level 3 45.3 56.7 48.7 52.0

ChartQA

Baseline 14.8 33.8 41.2 81.8
Flexible level 1 20.4 33.9 73.8 81.9
Flexible level 2 29.9 35.6 73.8 81.9
Flexible level 3 78.5 79.1 77.5 82.0

Table 5: Flexible parsing ablations. We evaluate models under progressively looser parsing constraints (see
Appendix C for details). Under loose parsing constraints, the performance of some models dramatically improves.
Pixtral 12B performance is stable under all parsing conditions, and continues to lead even when flexible parsing
is accounted for. ‘Flexible Level 3’ is included for illustration only, as it allows some incorrect answers to be
marked as correct.

Figure 6: Vision encoder ablations: When leveraged for visual instruction tuning, our encoder substantially
outperforms a strong CLIPA [10] baseline for tasks requiring fine-grained document understanding, while
maintaining parity for natural images.

here note that ‘Flexible Level 3’ marks a response as correct if the reference answer occurs anywhere
in the generation. This is an overly generous metric which is included only to illustrate an upper
bound, as it permits answers like "6000" for a reference answer of "6".

We provide the results of our analysis in Table 5. We find that the performance of some models
dramatically improves with more flexible parsing metrics, indicating that the lower scores can be
attributed to the inability of models to properly follow prompt instructions. We further note that
Pixtral 12B benefits very little from flexible parsing (substantiating its ability to follow instructions),
and furthermore can generally outperform other models even after flexible metrics are used.

4.4 Vision Encoder Ablations

In order to verify the design choices for our vision encoder, we conduct small-scale ablations with
Visual Instruction Tuning [13]. We conduct short-horizon multimodal instruction-tuning runs, both
with our vision encoder (Pixtral-ViT), as well as a CLIPA [10] backbone as a baseline. For both
vision encoders, we use Mistral-Nemo 12B-Instruct [15] to initialize the multimodal decoder.
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Like many open-source vision encoders, CLIPA is trained at a fixed resolution of 224× 224 pixels.
In order to upscale the resolution in vision-language models, existing methods [12] construct several
tiled crops from the image, and pass each crop independently through the vision encoder at its
pretraining resolution. We conduct two ablations with CLIPA: (a) we resize the entire image to
224× 224; (b) we construct 25 crops of the input image, for a total resolution of 1120× 1120. These
models are also evaluated at 224 pixels and 1120 pixels respectively, while our flexible encoder is
evaluated at variable image resolutions, with a maximum resolution of 1024 pixels.

In Figure 6, we find that our model substantially outperforms CLIPA in settings which require fine-
grained understanding, such as chart and document understanding, while matching its performance
on natural language benchmarks such as VQAv2.

5 Qualitative examples

We discuss real world application of Pixtral by looking at some qualitative examples. Specifically,
Pixtral can be used for reasoning over complex figures (eg. Fig. 7), multi-image instruction following
(eg. Fig. 8), chart understanding and analysis (eg. Fig. 9) and converting image to code (eg. Fig. 10).

In Fig. 11, we compare Pixtral 12B to QwenVL-7B and Gemini-1.5 Flash-8B (0827) on an example
from MM-MT-Bench. The example consists of a complex chart on job jitters in the US with an
instruction requiring accurate understanding, reasoning and analysis of the chart. Pixtral’s response is
complete and accurate, hence getting a rating of 8, while Gemini-Flash-8B extracts wrong information,
and QwenVL does not elaborate on trends.

6 Conclusion
This paper introduced Pixtral 12B, a state-of-the-art multimodal model that excels in both text-only
and multimodal tasks. With a novel architecture featuring a 400M-parameter vision encoder and
a 12B-parameter multimodal decoder, Pixtral 12B demonstrates strong performance across various
benchmarks, outperforming other open models and matching larger models. Its superior instruction
following abilities, support for variable image sizes, and long context window make it highly versatile
for complex multimodal applications. Pixtral 12B is released under the Apache 2.0 license.
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Figure 7: Reasoning over complex figures. An example showcasing Pixtral’s capabilities to understand and
reason over complex figures. Pixtral correctly identifies that the green boxes represent the European countries
and then reads and sorts the GDP of all the European countries to list the top 5 with accurate GDP numbers.
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Figure 8: Multi-image instruction following. Pixtral can process arbitrary number of images in its context
window. The example shows that Pixtral can successfully combine the information from both images into a
single markdown table.
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Figure 9: Chart Understanding and Analysis. Pixtral demonstrates the capability to interpret and analyze
intricate charts with high accuracy. In this instance, Pixtral correctly identifies that "dark-dragon" corresponds to
the red line. Furthermore, it recognizes that the training loss is expected to decrease smoothly and notes that the
training run became unstable around the 10K step mark due to a significant spike in loss.
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Figure 10: Image to Code. This demonstration illustrates Pixtral’s capability to convert hand-drawn website
interfaces into executable HTML code, bringing hand-drawn designs to life as fully functional websites.
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Analysis of Generational Work Prospect Concerns 

Data Breakdown by Generation 

Gen Z 

• 75% worried 
◦ 37% Slightly worried 
◦ 30% Somewhat worried 
◦ 7% Extremely worried 

• 25% Not worried at all 
Millennials 

• 63% worried 
◦ 37% Slightly worried 
◦ 18% Somewhat worried 
◦ 7% Extremely worried 

• 37% Not worried at all 
Gen X 

• 52% worried 
◦ 29% Slightly worried 
◦ 16% Somewhat worried 
◦ 7% Extremely worried 

• 48% Not worried at all 
Baby Boomers 

• 18% worried 
◦ 13% Slightly worried 
◦ 4% Somewhat worried 
◦ 2% Extremely worried 

• 82% Not worried at all 
Broader Trends 

1. Clear generational divide in job security concerns. Younger generations are significantly more worried than older ones. 
2. Worry decreases steadily as age increases, with Gen Z being the most concerned and Baby Boomers being the least concerned. 
3. The majority of Gen Z, Millennials, and Gen X are worried to some degree, while the vast majority of Baby Boomers are not worried. 

Smaller Trends 

1. Level of extreme worry is relatively consistent (around 7%) for Gen Z, Millennials, and Gen X, but drops dramatically for Baby Boomers (2%). 
2. Slight worry is the most common level of concern for Gen Z and Millennials (both at 37%), while it's less prevalent in older generations. 
3. Gen Z has the highest percentage of "Somewhat worried" respondents at 30%, indicating a deeper level of concern compared to other generations. 

Summary 

There's a strong inverse relationship between age and job security concerns, with younger generations feeling much more uncertain about their work prospects than older ones. 
This could reflect factors such as job market experience, career stability, proximity to retirement, or differing perceptions of the current economic climate across generations

To determine how different generations feel about their work prospects, we need to analyze the percentages 
of respondents from each generation who are worried about job security. The generations included in the 
survey are Gen Z, Millennials, Gen X, Baby Boomers, and the total average. 

1. Gen Z: 

◦ Not worried at all: 25% 
◦ Slightly worried: 37% 
◦ Somewhat worried: 30% 
◦ Extremely worried: 7% 
◦ Total worried (slightly, somewhat, extremely): 37% + 30% + 7% = 74% 

2. Millennials: 

◦ Not worried at all: 37% 
◦ Slightly worried: 37% 
◦ Somewhat worried: 18% 
◦ Extremely worried: 7% 
◦ Total worried (slightly, somewhat, extremely): 37% + 18% + 7% = 62% 

3. Gen X: 

◦ Not worried at all: 48% 
◦ Slightly worried: 29% 
◦ Somewhat worried: 16% 
◦ Extremely worried: 7% 
◦ Total worried (slightly, somewhat, extremely): 29% + 16% + 7% = 52% 

4. Baby Boomers: 

◦ Not worried at all: 82% 
◦ Slightly worried: 13% 
◦ Somewhat worried: 4% 
◦ Extremely worried: 2% 
◦ Total worried (slightly, somewhat, extremely): 13% + 4% + 2% = 19% 

5. Total Average: 

◦ Not worried at all: 53% 
◦ Slightly worried: 27% 
◦ Somewhat worried: 15% 
◦ Extremely worried: 5% 
◦ Total worried (slightly, somewhat, extremely): 27% + 15% + 5% = 47% 

Analysis: 

• Gen Z has the highest percentage of respondents worried about job security, with 74% expressing 
some level of worry. 

• Millennials follow with 62% worried. 
• Gen X has 52% worried. 
• Baby Boomers have the lowest percentage of worry, with only 19% expressing concern. 
• The total average shows that 47% of respondents are worried about job security. 

Trends: 

• Younger generations (Gen Z and Millennials) show higher levels of concern about job security 
compared to older generations. 

• Baby Boomers are the least worried, indicating a trend where older generations may feel more secure 
in their job prospects. 

• The overall trend suggests that younger workers are more anxious about job security than their older 
counterparts. Younger generations (Gen Z and Millennials) are more worried about job security, with 
74% and 62% expressing concern, respectively. Gen X follows with 52%, while Baby Boomers are the 
least worried at 19%. The total average shows that 47% of respondents are worried about job 
security. This indicates that younger workers are more anxious about job security compared to older 
generations.

The chart shows the concern about job security by generations in the United States, based on a survey 
conducted by McKinsey Consumer Community Pulse Survey from February 7 to 13, 2023. Here are the key 
findings: 

1. Total Concern (53%): 

◦ The overall concern about job security is 53%. 
◦ This includes a mix of not worried at all (27%), slightly worried (15%), somewhat worried 

(5%), and extremely worried (2%). 
2. Generational Breakdown: 

◦ Baby Boomers: 82% are extremely worried about job security. 
◦ Gen X: 48% are somewhat worried, and 29% are slightly worried. 
◦ Millennials: 37% are not worried at all, 37% are slightly worried, and 18% are somewhat 

worried. 
◦ Gen Z: 25% are not worried at all, 37% are slightly worried, and 30% are somewhat worried. 

3. Trends: 

◦ Baby Boomers: The highest concern (82%) is among Baby Boomers, indicating a significant 
level of worry about job security. 

◦ Gen X: Gen X has a moderate level of concern, with 48% somewhat worried and 29% slightly 
worried. 

◦ Millennials: Millennials have the lowest level of concern, with 37% not worried at all and 
37% slightly worried. 

◦ Gen Z: Gen Z falls in between, with 25% not worried at all and 37% slightly worried. 
4. Overall Concern: 

◦ The total concern about job security is highest among Baby Boomers (82%), followed by Gen 
X (48%), Millennials (37%), and Gen Z (25%). 

5. Worry Levels: 

◦ The majority of respondents (53%) are either somewhat or extremely worried about job 
security. 

◦ Only a small portion (27%) are not worried at all. 
In summary, the chart shows that Baby Boomers are the most concerned about job security, followed by 
Gen X, with Millennials and Gen Z having lower levels of concern. The overall concern is significant, with a 
majority of respondents expressing some level of worry. 

Based on the provided chart, here's a breakdown of how different generations feel about their 
job security: 

• Baby Boomers are the most concerned about job security, with 82% expressing some 
level of worry. 

• Gen X follows closely behind with 48% expressing concern. 
• Millennials show a lower level of concern at 37%. 
• Gen Z has the lowest level of concern, with only 37% expressing some level of worry. 

Smaller Trends: 

• The overall trend shows a decreasing level of concern as generations get younger. 
• Baby Boomers have the highest level of concern, while Gen Z has the lowest. 

Broader Trends: 

• Despite the decreasing trend, the percentage of people who feel some level of worry 
is still significant across all generations. This indicates that job security is a concern for a 
large portion of the US population, regardless of age. 

• The data suggests that the younger generations are generally less worried 
about job security than older generations. This might be influenced by factors such as a 
more dynamic job market and a more flexible approach to work. 

It's important to remember that this data is based on a survey, so it's not exhaustive, and there 
could be other factors influencing these results. Nonetheless, the chart provides a clear picture 
of the perceived job security concerns across different generations in the United States. 

USER: In aggregate, how are different generations feeling about their work prospects? 
Use precise numbers to back up your claims. Explain smaller and broader trends

Reference

🤖 Judge: Rating = 8 🤖 Judge: Rating = 3 🤖 Judge: Rating = 2

Figure 11: Examples of model responses from Pixral-12B, QwenVL-7B and Gemini-1.5 Flash-8B (0827)
LLM-as-a-judge scores. Pixtral’s response is complete and accurate, hence getting a rating of 8, while Gemini-
Flash-8B extracts wrong information, and QwenVL does not elaborate on trends.
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USER: Identify the three largest drops in the 30-year mortgage rate shown in this chart. 
For each drop, state the starting and ending dates, calculate the total basis point 
decrease and the rate of change. Which of these drops was the largest in magnitude and 
which had the largest rate of change? 

USER: Can you explain to me the mechanism for the evolution of technology in this 
diagram?

USER (turn 1): How long do I spend commuting a week?

USER: What are the main points discussed in this doc?

USER: Based on the heatmap, what can we observe about malaria trends from 
2000 to 2019? 

USER (turn 1): Is there tumor present in these scans? 
USER (turn 2): In which images do the tumors appear largest? Provide details.

USER (turn 2): How long do I spend sleeping each week?

Category: CHARTS Category: CHARTS

Category: TABLESCategory: DIAGRAMS

Category: PDF PAGES Category: MISCELLANEOUS

Figure 12: Example images from MM-MT-Bench
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A Prompts

Here we open-source the prompts used for evaluations in the main paper. As discussed in Section 4.2,
prompts are selected to reproduce reported performance of GPT-4o [16] and Claude-3.5 Sonnet [1].

A.1 MMMU and Mathvista
Analyze the image and question carefully, using step-by-step reasoning.
First, describe any image provided in detail. Then, present your reasoning.
And finally your final answer in this format:
Final Answer: <answer>
where <answer> is:
- The single correct letter choice A, B, C, D, E, F, etc. when options are provided.
Only include the letter.
- Your direct answer if no options are given, as a single phrase or number.
- If your answer is a number, only include the number without any unit.
- If your answer is a word or phrase, do not paraphrase or reformat the text
you see in the image.
- You cannot answer that the question is unanswerable. You must either pick an
option or provide a direct answer.
IMPORTANT: Remember, to end your answer with Final Answer: <answer>.

A.2 ChartQA
Analyze the image and question carefully, using step-by-step reasoning.
First, describe any image provided in detail. Then, present your reasoning.
And finally your final answer in this format:
Final Answer: <answer>
where <answer> follows the following instructions:
- <answer> should be a single phrase or number.
- <answer> should not paraphrase or reformat the text in the image.
- If <answer> is a ratio, it should be a decimal value like 0.25 instead of 1:4.
- If the question is a Yes/No question, <answer> should be Yes/No.
- If <answer> is a number, it should not contain any units.
- If <answer> is a percentage, it should include a % sign.
- If <answer> is an entity, it should include the full label from the graph.
IMPORTANT: Remember, to end your answer with Final Answer: <answer>.

A.3 VQAv2
- Answer the question using a single word, number, or short phrase.

Use as few words as possible.
- If the answer is a number, report it as a number, i.e. 2, not Two,

and only include the number without any unit.
- If the question is Yes/No, answer with Yes/No, and nothing else

(no likely, unknown, etc.).
- You cannot answer that the question is unanswerable. You must answer.

A.4 DocVQA
Answer the question using a single word or phrase.

A.5 MM-MT-Bench Judge Prompt

SYSTEM: Please act as an impartial judge and evaluate the quality of the response
provided by an AI assistant to the most recent question given the previous
conversation as context. Your evaluation should consider correctness and
helpfulness. You will be given a reference answer and the assistant\’s answer.
Begin your evaluation by comparing the assistant\’s answer with the reference
answer. Identify and correct any mistakes. Be as objective as possible. After
providing your explanation, you must rate the response on a scale of 1 to 10 by
strictly following this format: "[[rating]]", for example: "Rating: [[5]]".

<|The Start of Conversation with User|>
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### User:
<image> Analyze this image.

### Reference answer:
The image consists of ...

### Assistant:
This is an image of...

<|The End of Conversation with User|>\n\n\n

The history of the conversation is passed to the judge with reference answers as assistant answer
(teacher-forcing).

B Relative Position Encoding Property of ROPE-2D

In this section, we show the relative position encoding property of ROPE-2D. The goal is prove that:

⟨ROPE-2D(x(p,q),Θ), ROPE-2D(y(r,s),Θ)⟩ = ⟨ROPE-2D(x(p−r,q−s),Θ), ROPE-2D(y(0,0),Θ)⟩

for any feature x, y ∈ Rd for all positions p, r ∈ {0 . . . H} and q, s ∈ {0 . . .W}. To keep the
discussion simple, we will illustrate this property for d = 4 (the extension to higher dimension is
straightforward).

ROPE-2D
(
x(p,q),Θ

)
=

cos pθ1 − sin pθ1 0 0
sin pθ1 cos pθ1 0 0

0 0 cos qθ2 − sin qθ2
0 0 sin qθ2 cos qθ2

 ·

x1

x2

x3

x4



ROPE-2D
(
y(r,s),Θ

)
=

cos rθ1 − sin rθ1 0 0
sin rθ1 cos rθ1 0 0

0 0 cos sθ2 − sin sθ2
0 0 sin sθ2 cos sθ2

 ·

y1
y2
y3
y4


Now, we compute

⟨ROPE-2D(x(p,q),Θ), ROPE-2D(y(r,s),Θ)⟩

= (x1 x2) ·
(
cos pθ1 − sin pθ1
sin pθ1 cos pθ1

)T (
cos rθ1 − sin rθ1
sin rθ1 cos rθ1

)
·
(
y1
y2

)
+ (x3 x4) ·

(
cos qθ2 − sin qθ2
sin qθ2 cos qθ2

)T (
cos sθ2 − sin sθ2
sin sθ2 cos sθ2

)
·
(
y3
y4

)
= (x1 x2) ·

(
cos pθ1 cos rθ1 + sin pθ1 sin rθ1 − sin rθ1 cos pθ1 + sin pθ1 cos rθ1
sin rθ1 cos pθ1 − sin pθ1 cos rθ1 cos pθ1 cos rθ1 + sin pθ1 sin rθ1

)T

·
(
y1
y2

)
+ (x3 x4) ·

(
cos qθ2 cos sθ2 + sin qθ2 sin sθ2 − sin qθ2 cos sθ2 + sin qθ2 cos sθ2
sin qθ2 cos sθ2 − sin qθ2 cos sθ2 cos qθ2 cos sθ2 + sin qθ2 sin sθ2

)
·
(
y3
y4

)
= (x1 x2) ·

(
cos ((p− r) · θ1) − sin ((p− r) · θ1)
sin ((p− r) · θ1) cos ((p− r) · θ1)

)T

·
(
y1
y2

)
+ (x3 x4) ·

(
cos ((q − s) · θ2) − sin ((q − s) · θ2)
sin ((q − s) · θ2) cos ((q − s) · θ2)

)T

·
(
y3
y4

)
= ⟨ROPE-2D(y(p−r,q−s),Θ), ROPE-2D(y(0,0),Θ)⟩
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C Flexible Parsing Settings

In Section 4.3, we introduce three ‘parsing levels’ which evaluate models under progressively looser
constraints. While common evaluation metrics reward only exactly the answer format in the ground
truth annotation, we seek to relax these requirements and investigate how model performance varies.

Baseline: This setting requires exact following of prompt instructions, with model responses ending
in the string "Final Answer: <ANSWER>".

Flexible Parsing Level 1: This setting also catches cases where the model ends responses with
"Answer: <ANSWER>".

Flexible Parsing Level 2: Here we additionally catch cases where the model has added extra mark-
down formatting. We strip markdown such as: "**Answer**", "**Answer:**", "*Answer:
<ANSWER>*". We find such formatting to be particularly prevalent in Llama-3.2 models [6].

Flexible Parsing Level 3: This is the most generous evaluation setting. Here we mark a response
as correct if the ground truth answer appears anywhere in the model’s response. For single letter
answers, we search the response for "is <A>", "are <A>", "<A>". For single number responses,
we search the response for the number both with and without commas.

We highlight that Flexible Parsing Level 3 is intended to serve as an upper bound, as it may mark
incorrect answers as correct.

D Robustness to prompting

D.1 Llama-Specific Prompts

In Section 4.1, we evaluate all models with a common prompt, which allowed us to reproduce the
reported figures of GPT-4o [16] and Claude-3.5 Sonnet [1]. This prompt requires models to end
responses with "Final Answer: <ANSWER>" (see Appendix A for full prompts).

However, when evaluating Llama-3.2 models [6], we found that this model family defaults to
responding with "**Answer:** <ANSWER>" (i.e., with markdown formatting and omission of

‘Final’, despite the explicit instruction). While the performance degradation due to regex mismatches
is mitigated through our flexible parsing strategy (see Section 4.3), we found that Llama-3.2 models
performed substantially better when the prompt specifically asks for "**Answer:** <ANSWER>"
(i.e., respecting its default output format).

In Table 6, we show the results for models both with the default prompts from Appendix A, and
with the Llama-specific prompts (all evaluated under the Exact Match metric). We show that the
Llama-specific prompt substantially improves the performance of Llama-3.2 models, particularly for
the 11B variant, with over 15% jumps on both Mathvista and MMMU. We further note that Pixtral
performance is stable across prompts, and leads the 11B variant by a substantial margin.

Mathvista MMMU ChartQA

Exact Match Exact Match Exact Match

Llama-3.2 11B [6] Default prompt 24.3 23.0 14.8
Llama-specific prompt 41.6 41.9 33.7

Llama-3.2 90B [6] Default prompt 49.1 53.7 33.8
Llama-specific prompt 57.6 58.6 34.8

Qwen2-VL 7B [23] Default prompt 53.7 48.1 41.2
Llama-specific prompt 52.6 47.4 74.0

Pixtral 12B Default prompt 58.3 52.0 81.8
Llama-specific prompt 57.7 50.8 83.8

Table 6: Evaluation with Llama-specific prompts. We re-evaluate models with a prompt tailored towards
the Llama-3.2 model family [6]. We find that this substantially improves the performance of the 11B variant of
the model. Pixtral 12B reports stable performance across both prompts, and maintains a substantial lead over
Llama-3.2 11B and Qwen2-VL 7B.
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D.2 Average performance across prompts

Here we report average results across a number of prompts. We task Mistral Large v2 with creating 10
versions of the prompt used in the main paper (see Appendix A), with varied wording while keeping
instructions explicit. As prior works suffer under stricter parsing constraints, all models are evaluated
under ‘Flexible Parsing Level 3’ for this experiment (see Section 4.3 and Appendix C).

We find that the trends follow those from the main paper, with Pixtral outperforming models of
comparable size, and surpassing Llama-3.2 90B [6] on Mathvista and ChartQA. Pixtral also typically
displays lower variance in performance between prompts (shown in gray).

Mathvista MMMU ChartQA

Flexible Level 3 Flexible Level 3 Flexible Level 3

Llama-3.2 11B [6] 42.1 (±1.9) 45.3 (±1.0) 77.2 (±0.8)
Llama-3.2 90B [6] 56.0 (±1.5) 56.7 (±0.5) 80.1 (±0.5)
Qwen2-VL 7B [23] 53.7 (±2.1) 46.9 (±1.9) 77.0 (±0.8)
Pixtral 12B 56.4 (±1.0) 49.5 (±1.5) 83.8 (±0.4)

Table 7: Average multimodal performance across prompts. We evaluate models with 10 different prompts,
reporting the mean performance, and standard deviations in gray. The trends follow those in the main paper,
with Pixtral outperforming open-source models of a comparable size. All models are evaluated with ‘Flexible
Level 3’ parsing (see Section 4.3)

E Reproducing Reported Numbers

In Section 4.1 we re-evaluate all models under a common and rigorous protocol. All models are
evaluated under the same evaluation metric and with the same prompt, in such a way that frontier
models achieve their reported performance.

Under this common protocol, we found some models substantially underperformed their reported
figures. Here, we document the steps required to recover the reported figures of open models, by
tuning the evaluation prompt and metric to each model in turn. All results are shown in Table 8.

E.1 Summary

Our analysis indicates that frontier models, and even smaller closed-source models, are able to recover
or exceed their reported figures under the common protocol discussed in Section 4.1. This is achieved
through precise following of instructions in the ‘Explicit’ prompts (see Appendix A).

Smaller, open-source models typically require some degree of prompt tuning and/or adjustment
of the evaluation metric, targeted towards the model, to recover reported performance. With such
interventions, we are generally able to recover or exceed reported figures.

Pixtal 12B, like closed and leading models, is able to follow prompt instructions to report strong
performance without targeted interventions. This is substantiated in robust performance across
prompts (see Appendix D), as well as strong performance in both LMSys Vision Arena and MM-MT-
Bench (see Section 4.1).

E.2 Closed models: Claude-3 Haiku and Gemini-Flash-8B

We find we the standardized evaluation protocol roughly matches or exceeds reported figures, with a
small gain achieved through flexible parsing. The only exception is for Claude Haiku [1] on ChartQA,
where Flexible Parsing Level 3 is required to approach reported performance.

E.3 Qwen2-VL 7B

We first simplify the prompt into a one-line instruction, similar to the training set of ChartQA. Next,
we provide different prompts depending on the answer format expected. For instance, if the answer is
a floating point number, we specify "Answer with a two decimal place floating point",
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with analogous prompts for integer and multiple-choice questions. We found that providing a single,
unified prompt with all format specifications (as in the prompts in Appendix A) reduces performance.

E.4 Llama-3.2

We find that these models default to responses with markdown formatting such as: "**Answer**",
"**Answer:**", "*Answer: <ANSWER>*". We find substantial improvement by changing the
‘Explicit’ prompt to request this format (see Appendix D). These models then recover their reported
performance after evaluating with Flexible Level 3.

When evaluating Llama-3.2 90B on DocVQA , many generations are of the form ‘The answer
is <ANSWER>’, which is penalized by the ANLS metric. We strip such prefixes, and this improves
DocVQA by +4.8.

E.5 Llava-OneVision 72B

Similarly to Qwen2-7B [23], we first simplify the prompt into a one-line instruction and provide
different prompts depending on the answer format expected. We found that providing a single, unified
prompt with all format specifications reduces performance.

E.6 Molmo

Similarly to Qwen2-7B [23] and Llava-Onevision 7B [9], we first simplify the prompt into a one-line
instruction, and provide different prompts depending on the answer format expected. Furthermore,
similarly to the intervention for Llama-3.2 [6], we reformat the prompt and relax the evaluation
metrics. Molmo models default to ending long responses with \n\n<ANSWER>. In long-answer cases,
we adjust the evaluation metric to capture this.

For VQAv2, we apply custom post-processing filters, such as remapping textual output of numerical
answers to the integer digits (e.g. Two to 2).
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Mathvista MMMU ChartQA DocVQA VQAv2 MM-MT-Bench LMSys-Vision
CoT CoT CoT ANLS VQA Match GPT-4o Judge (Oct ’24)

Pixtral 12B 58.3 52.0 81.8 90.7 78.6 6.05 1076

Qwen-2-VL 7B [23]

Measured (Exact Match) 53.7 48.1 41.2 94.5 75.9 5.45
1040Measured (Custom evaluation, see Section E.3) 63.7 50.6 83.4 94.5 82.1 -

Reported 58.2 54.1 83.0 94.5 - -

Llama-3.2 11B [6]

Measured (Exact Match) 24.3 23.0 14.8 91.1 67.1 4.79
1032Measured (Custom evaluation, see Section E.4) 47.9 46.6 78.5 91.1 67.1 -

Reported 51.5 50.7 83.4 88.4 75.2 -

Molmo-D 7B [4]

Measured (Exact Match) 12.3 24.3 27.0 72.2 57.1 3.72
–Measured (Custom evaluation, see Section E.6) 43.2 47.0 76.7 72.2 70.0 -

Reported 51.6 45.3 84.1 92.2 85.6 -

LLaVA-OneVision 7B [9]

Measured (Exact Match) 36.1 45.1 67.2 90.5 78.4 4.12
–Measured (Custom evaluation, see Section E.5) 63.1 48.1 80.2 90.5 83.7 -

Reported 63.2 48.8 80.0 87.5 - -

Molmo 72B [4] –

Measured (Exact Match) 52.2 52.7 75.6 86.5 75.2 3.51
–Measured (Custom evaluation, see Section E.6) 61.3 52.9 82.3 86.5 75.5 -

Reported 58.6 54.1 87.3 93.5 86.5 -

Llama-3.2 90B [6]

Measured (Exact Match) 49.1 53.7 33.8 85.7 67.0 5.50
1071Measured (Custom evaluation, see Section E.4) 57.5 60.2 91.7 91.5 67.0 -

Reported 57.3 60.3 85.5 90.1 78.1 -

Claude-3 Haiku [1]

Measured (Exact Match) 44.8 50.4 69.6 74.6 68.4 5.46
1000Measured (Custom evaluation, see Section E.2) 44.8 51.3 79.8 74.6 68.4 -

Reported 46.4 50.2 81.7 88.8 - -

Gemini-1.5-Flash 8B(0827) [18]

Measured (Exact Match) 56.9 50.7 78.0 79.5 65.5 5.93
1111Measured (Custom evaluation, see Section E.2) 57.1 50.7 78.2 79.5 69.2 -

Reported - 50.3 - 73.6 - -

Table 8: Reproducing the reported performance of prior models. In Table 2 we conduct fair re-evaluation of
all models through the same evaluation harness, with the same prompt and metric. Here, we endeavour to recover
the reported performance of all models by tuning evaluation settings towards individual models. We highlight
that Pixtral 12B, like strong closed-source models (e.g. Gemini-1.5-Flash 8B [18] and Claude-3 Haiku [1]) is
able reports strong performance without such interventions.
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