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Abstract: The world is a multilingual tapestry, yet access to information remains largely confined to individual
languages. This language divide hinders cross-cultural communication, limits access to diverse perspectives, and
impedes the flow of knowledge. Cross-lingual text summarization, the task of generating concise summaries of text
in one language for readers of another language, holds the potential to bridge this divide. However, the development
of effective cross-lingual summarization models is hampered by the scarcity of high-quality multilingual datasets. To
address this challenge, we present a novel dataset for cross-lingual text summarization, consisting of English
paragraphs paired with their respective summaries in Hindi and Kannada. This dataset is the first of its kind to
provide summaries in two Indian languages, catering to a vast and diverse population. The dataset was carefully
constructed to ensure high quality and relevance, with each summary accurately representing the key information
and sentiment of the original English paragraph. These models can be applied to various domains, including news
summarization, scientific literature review, and educational content adaptation. Moreover, the dataset can be used
to create multilingual information access systems, personalised learning materials, and tools for promoting cultural
understanding.
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1. Introduction

In the digital age, the relentless proliferation of information and the sheer volume of text data available pose
significant challenges for information retrieval and comprehension. One crucial aspect of this challenge is the need
for effective text summarization techniques, enabling users to extract the essence of a document without going
through its entirety. While there has been considerable progress in text summarization, many existing solutions
primarily focus on English, often neglecting languages of equal importance and rich cultural heritage, such as Hindi
and Kannada. Our dataset comprises English paragraphs paired with their summarizations in Hindi and Kannada,
providing a valuable resource for cross-lingual text summarization.

Multilingual text summarization is a vital area of research due to the increasing diversity of online content and the
need for global accessibility. English, Hindi, and Kannada represent a particularly interesting set of languages for
such a study. English serves as a lingua franca in international communication, while Hindi and Kannada are two of
the most widely spoken languages in India.

Our research paper makes a substantial contribution through the creation of a comprehensive dataset specifically
tailored for cross-lingual text summarization. We have meticulously curated and annotated a collection of English
paragraphs from the geography books of middle and high school from the NCERT book in India. These paragraphs
have been paired with high-quality summarizations in both Hindi and Kannada, ensuring a rich resource for training
and evaluating summarization models. Our dataset offers researchers an opportunity to explore and advance the state
of the art in multilingual text summarization, addressing the scarcity of such resources for Hindi and Kannada.

In this paper, we outline our research objectives, which include not only the description and analysis of our dataset
but also the development and evaluation of a novel multilingual text summarization model. We will discuss the
methodology employed, experiments conducted, and the evaluation metrics used to assess the performance of the
model. Furthermore, we will present the results of our experiments, demonstrating the effectiveness of our approach
in generating high-quality summaries in Hindi and Kannada.

2. Literature Survey and Existing Datasets
2.1 KanCMD [1]

| Language pair | Kannada-English |

Number of Tokens 64,997
Vocabulary Size 20,667
MNumber of Posts 7.671
Number of Sentences R472
Average number of Tokens per post 8

Average number of sentences per post | 1

Fig. 1. Dataset statistics of KanCMD [1]

The KanCMD dataset is a collection of code-mixed Kannada-English YouTube comments that have been annotated
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for sentiment analysis and offensive language detection. The dataset consists of 7,671 comments that were annotated
by at least three different people. The annotators showed a high level of agreement, with a Krippendorff's alpha of
0.73 for sentiment analysis and 0.78 for offensive language detection.

To establish a basic benchmark, the researchers used several conventional machine learning algorithms, including
Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), K-Nearest Neighbors
(KNN), Decision Trees (DT), and Random Forest (RF), to perform both sentiment analysis and offensive language
detection on the KanCMD dataset.

2.2 Hind_encorp [2]
The Hind_encorp is a dataset containing English-Hindi pairs whose data comes from the following sources:

1. Tides, which contains 50K sentence pairs taken mainly from news articles. This dataset was originally collected
for the DARPA-TIDES surprise-language contest in 2002, later refined at IIIT Hyderabad and provided for the NLP
Tools Contest at ICON 2008.

2. Commentaries by Daniel Pipes contain 322 articles in English written by a journalist Daniel Pipes and translated
into Hindi.

3. EMILLE. This corpus (Baker et al., 2002) consists of three components: monolingual, parallel and annotated
corpora.

The dataset contains the source identifier, alignment type, alignment quality, English and Hindi segments. The
segments are delimited with <s> if there are more than one segments in the text field.

2.3 WAT 2019 Hindi-English Dataset [3]

Fig. 2. System Architecture [3]

The WAT 2019 is a dataset that inputs an image, rectangular region in the image and the caption in English. It outputs
the caption in Hindi. It contains 32,925 in Text, JPEG file format.

The translation of English to Hindi on the Hindi Visual Genome dataset is done in 3 separate tasks: Using only the
text dataset, Using only the image dataset and Using both the text and image dataset. The text dataset is first
preprocessed into a Byte Pair Encoding format. The image and description in the HVG dataset are structured in such
a format that the caption describes only a selected rectangular portion of the image. Using the processed text data,
the translation of English-Hindi is carried out on a neural machine translation open-source tool based on OpenNMT.
For generating the caption in Hindi for the processed images, a 4096-dimensional vector generated by the VGG16
for each image is then fed to the RNN Model with BEAM search. In the final task of multimodal translation of
English to Hindi, the processed text and image dataset are fed into their model.

3. Proposed Methodology
3.1 Data Collection

We have curated a dataset that contains paragraphs that are taken from the geography NCERT textbook which is
used in middle and high school of CBSE and State board Indian schools. Our decision to draw paragraphs from this
authoritative source serves a twofold purpose. First, it guarantees the relevance and accuracy of the content, as it
adheres to the prescribed syllabus for geography education. Second, it ensures that the dataset is educationally
valuable, as it is derived from a resource used to foster a deeper understanding of geographical principles among
students. This alignment with the curriculum makes our dataset particularly suitable for text summarization research
aimed at enhancing comprehension and accessibility of educational materials in multiple languages. Our dataset's
foundation in the geography NCERT textbook ensures not only its academic integrity but also its potential to facilitate
cross-lingual knowledge dissemination in the context of geography education.

3.2 Data Preprocessing

Effective cross-lingual summarization relies heavily on robust pre-processing techniques to harmonise diverse
textual data. In this section, we outline a series of essential steps undertaken to standardise and optimise the input
text column for subsequent cross-lingual summarization tasks, to ensure quality and consistency:

1. Text Normalisation: Text normalisation was performed to ensure consistency in the dataset. This included tasks
such as converting text to lowercase, removing diacritics, and standardising punctuation marks. By applying these
normalisation techniques, we aimed to reduce the variability stemming from differences in text formatting.

2. Stopword Removal: Stopwords, commonly occurring words (e.g., 'and', 'the', 'is') that carry little semantic
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meaning, were removed from the text. This step was executed to reduce noise in the dataset and focus on content-
carrying words crucial for summarization.

3. Lemmatization or Stemming: To further normalise the text, lemmatization or stemming techniques were applied.
Lemmatization involved reducing words to their base or dictionary form (lemmas), whereas stemming involved
reducing words to their root form. This process aimed to consolidate variations of words and improve the
summarization quality.

4. Handling Special Characters and Numerical Values: Special characters, symbols, and numerical values were
handled appropriately, given that the input is derived from a school textbook

These pre-processing steps collectively prepared the input text column, ensuring uniformity, language-specific
treatment, and optimal representation for subsequent cross-lingual summarization task

3.3 GPT 3.5 Turbo for text summarization

The implementation of the GPT-3.5 model for text summarization entails a meticulous process that extends beyond
utilising OpenAl's turbo model. It involves configuring the system as a specialised assistant dedicated to generating
concise summaries from educational content.

Model Configuration: To operationalize the GPT-3.5 model, we designated a specific role within the system
dedicated to text summarization. Leveraging this role, the model processes input text by processing the original
content as a prompt. This prompts the model to generate succinct summaries tailored to educational contexts.

Prompt Engineering Strategies: In conjunction with model configuration, prompt engineering serves as a critical
element in guiding the GPT-3.5 model towards producing contextually relevant summaries. Through carefully
crafted prompts that include specific cues regarding the educational material's nature, we guide the model's attention
toward extracting salient points for summarization.

Fine-tuning Techniques: Recognizing the inherent limitations of the default GPT-3.5 model for educational
summarization, we embarked on fine-tuning endeavours. These involved a series of experiments, where we
intricately adjusted several critical parameters to optimise the quality and relevance of generated summaries.

Additional Fine-tuning Parameters:

e Learning Rate Adjustment: Fine-tuning the learning rate played a pivotal role in calibrating the model's
adaptability to educational content. By tuning this parameter (e.g., learning rate=0.0001), we guided the
model to better comprehend and summarise diverse educational materials.

e Epoch Iterations: We meticulously varied the number of training iterations or epochs during fine-tuning
to capture nuances in educational content comprehensively. Adjusting epoch iterations (e.g., epochs=5)
allowed the model to refine its understanding and summarization capabilities over multiple passes through
the dataset.

e Temperature: By adjusting the temperature parameter, we control the randomness of the generated text.
Higher values (e.g., 0.7) introduce more randomness, while lower values (e.g., 0.2) produce more
deterministic responses. To ensure that the model provides succinct summaries on a diverse range of
topics, a higher temperature value was set for greater randomness.

e Max_tokens: We limit the length of the generated summary by setting the max_tokens parameter. This
ensures that the summaries remain concise and within the desired length.

e Top-p (Nucleus Sampling): By setting the top-p parameter (e.g., 0.9), we control the diversity of the
generated text. It helps to avoid repetitive or irrelevant information by sampling from a subset of the most
likely tokens.

e Frequency Penalty and Presence Penalty: These parameters allow us to fine-tune the model's behaviour
regarding the repetition and relevance of generated text. By adjusting the penalties (e.g.,
frequency penalty=0.5, presence penalty=1.0), we encourage the model to generate more unique and
contextually relevant summaries.

Code Implementation: The code implementation for fine-tuning involved utilising OpenAl's API interface along
with custom Python scripts. Leveraging this interface, we meticulously adjusted these parameters within the script,
enabling seamless integration of the fine-tuning process into the summarization pipeline.
These implementation details encapsulate the comprehensive approach taken to configure, and integrate the GPT-
3.5 model for educational text summarization, ensuring its adaptability and efficacy across diverse educational
materials.

3.4 Text Translation

Employing the Google Translator API for text translation involved a meticulous approach, leveraging its capabilities
while fine-tuning parameters to ensure nuanced language conversions. Delving into the intricacies of this API, we
optimised its functionalities, refining the translation process to attain a more sophisticated and precise transformation
of textual content across languages.

4. Dataset
4.1 Dataset Description:

The dataset consists of the following data for each frame:
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1. English Text - Text obtained from the geography NCERT textbook of middle and high school. This is entered
manually.

2. English Summary - Summarised text of the first column which is done using the GPT 3.5 model without any
translation.

3. Hindi Summary - Summarised text of the first column which is done using the GPT 3.5 model and then translated
to Hindi.

4. Kannada Summary - Summarised text of the first column which is done using the GPT 3.5 model and then
translated to Kannada.

4.2 Dataset Snippets:

1.
Text ¥
Apart from the stars, planets and satellites, there are Asteroids are small bodies that move around the
numerous tiny bodies which also move around the sun, They are found between the orbits of Mars
sun. These bodies are called astercids, They are found and Jupiter. Scientists think that asteroids are
between the orbits of Mars and Jupiter (Figure 1.2). pieces of a planet that exploded a long time ago.
Sclentists are of the view that asteroids are parts of a
planet which exploded many years back.
Fig. 3. Snippet 1 of the dataset - English text and summary
Hindi St y |Kannada Summary
gfears BY2 10z € o & 9T 3R gia &) A et i | g A@nicb deobes 3 O™ ey,
gewafa Bt et & e arg sy §1 denfie @ saobriwaa. esgd) shoried dbdy rbds Nm@d sfrid
A 2 o g it me S gw ol aga o | Sobas sotbaddh3ss. ﬁat:_!,rj,dﬁw 23 &odale
wEel faeste gam am Aneeiinod REE dewdrith Do JgpArih
‘mam:sgd
Fig. 4. Snippet 1 of the dataset - Hindi and Kannada summary
2.
English Text English Summary
You will sea that on 21st On June 21st, the Northern Hemisphere is tilted
June, the Northern Hemisphere is tilted towards the towards the sun. This means that areas near the
sun. The rays of the sun fall directly on the Tropic of Tropic of Cancer receive more heat because the
Cancer. As a result, these areas receive more heat. The sun's rays fall directly on them, However, areas
areas near the poles receive less heat as the rays of the near the poles receive less heat because the
sun are slanting. The North Pole is inclined towards sun's rays are slanting. The Morth Pole and
the sun and the places bayond the Arctic Circle places beyond the Arctic Circle have continuous
experience continuous daylight for about six months. daylight for about six months. In these regions
Since a large portion of the Morthern Hemisphere is north of the equator, it is summer with longer days
getting light from the sun, it is summer in the regions and shorter nights on June 21st. On the other
north of the equator. The longest day and the shorlest hand, in the Southern Hemisphere, it is winter
night at these places occur on 21st June, Al this time with lenger nights than days at this ime. This
in the Southern Hemisphere all these conditions are position of the earth |s called the Summer
reversed. It is winter season there. The nights are longer Solstice.
than the days. This position of the earth is called the
Summer Solstice.
Fig. 5. Snippet 2 of the dataset - English text and summary
Hindi Summary | Kannada Summary
21 S @Y 3 e g B 3R g g3 dar 21 2Ra* 21 dod, eudd Arewgirad) dpobes ddn
ST e UE & b @ Y 3 U & 4 3 SE | snendd. esod8 Seortis dosaod B30
mﬁz!'rﬁa:mﬁa B faof +fi 37 o2 wedt &1 Fnemdchal mSedrich Bet), Dosainl, mdododss
%w & &t 7 T T gt & aaife E!f ofordd deobea aderieh Sedaen esghriv! sheed
B fsvor aeft 1 3edt ya 3i srbfes wdbe DesbdS. esoorlny,, ehSny Savesdha
Y AT U A BE HEN 1 AR B @1 et | ddedrich B masmaa, Sdoiudsl o8odd
TEaT §1 I % IR P S av U 21 S B we xm(mm adrerieb booinAthdss. eudd s
& 3l o1t Tt 2 wrer T BT 81 , afgoft &%rs‘ T3 e8RS geirieh dbalnd e
e ¥ g W S € & 3 fo o e A a0 aomm 1R Ddodd Erien idea Brobdigdsl.
el Bl €1 el Y g0 T w1 e wibifa wa1 o | fsbesoesc evdonddia gs m@tednvd, mom® 21
| doth Begre mrievurish shid) 88D ool rideodni
23edr achdd. sShdnotdd, Bge Reewnpirdd), g1
Azbabod) @riewni®nod Degrr Codrisinodi
BErpeEh. eaioad S P, Sednob
enob Domed otd sdabenrbdl.
Fig. 6. Snippet 2 of the dataset - Hindi and Kannada summary
3.

English Text

English Summary

produced by using the heat from the interior of the
Earth. Geothermal energy exists because, the Earth
grows progressively hotter with increasing depth.
Where the geothermal gradient is high, high
temperatures are found at shallow depths.
Groundwater in such areas absorbs heat from the

Geo thermal energy refers to the heat and electricity | Geothermal energy is a type of energy that comes

from the heat inside the Earth. As we go deeper
into the Earth, it gets hotter. In some places where|
it's really hot near the surface, water absorbs this
heat and becomes steam. This steam can be
used to make electricity by turning turbines. In
India, there are many hot springs that could be

rocks and becomes hot. It is so hot that when it rises |used to generate electricity. They have set up two
to the earth’s surface, it turns into steam. This steam |experimental projects in places called Parvati

is used to drive turbines and generate electricity. valley and Puga Valley to try using geothermal
There are several hundred hot springs in India, which | energy for power.

could be used to generate electricity. Two
experimental projects have been set up in India to
harness geothermal energy. One is located in the
Parvati valley near Manikarn in Himachal Pradesh
and the other is located in the Puga Valley, Ladakh.

Fig. 7. Snippet 3 of the dataset - English text and summary
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Hindi Yy | Kannada y

%ﬁﬁum‘f(’iﬁwﬁm‘fgﬁ’fq&ﬁﬁﬁ 3R B T | 23020908 B303w 230 W03RBAR BoBOT 2B
HA B SR A A H TR A E, T T | 200 Bedadh B30350NE3. s adnddadb esws,
B} STt 21 Wwﬁwaﬁmﬁwgmﬁ Brekod, eord D103HIW. e, | 29

BT B, Ut 31 T BT 313N o ST @ 3R WTT 9T | desssoNnadue DR03PADE S .g%’rwq , Dedd B3
STTAT 81 9 WY BT 39ANT aTSA] DY Reft | 20083, 2083 =3 evn esrb3Iws. 82
A A fhaT ST HBAT 81 RAA A BE THERAE | B30, 83230 NFRy, BTHAR Sperd dTys°
ST 3T fsTelt YaT &6 & foiq fobarT T HehdT 81 | S03500-en B[R, 250339, D3

3= faeTelt & foig T S5t 7 3T B & AT | ez Dken 2¥8w@ms edes D0
arddt = 3k g Tt Aes Tt # & uraifies 201§R9E3. 23080903 B30, BN WJen
aRESTTS Terfud 6 €1 Do ZTen 93D ToRe3 ede3 Ay Wyrw 3ede3
202> YIRSV &39,030eN 03ReIRI,
TYRRTRT.

Fig. 8. Snippet 3 of the dataset - Hindi and Kannada summary

5. Comparison Results

Unlike most existing datasets that are either plain translation from English to Hindi or English to Kannada, our dataset
is different in a way that firstly contains cross-lingual summarisation in two languages. This differentiation allows
various use cases including in education which promotes learning in regional languages, summarisation of large
documents in particular regional languages and enables global accessibility.

By providing summarizations in both Hindi and Kannada, our dataset empowers students in India and other regions
where these languages are spoken. It makes high-quality educational content accessible in regional languages,
fostering inclusivity and aiding comprehension among learners. Students can now grasp complex geographical
concepts more effectively in their native languages, enhancing the educational experience.

In contrast to most datasets in this field which are designed for a specific application or research domain, our dataset's
cross-lingual nature broadens its applicability. It can be used for educational purposes, linguistic analysis,
summarization research, and more, making it a versatile resource for a wide range of research and development
endeavours.

5.1 Evaluation of translation through BLEU scores:

BLEU, or the Bilingual Evaluation Understudy, is a score for comparing a candidate translation of text to one or
more reference translations. The idea is that the closer the predicted sentence is to the human-generated target
sentence, the better it is.

Histagram of BLEU Scores - Hind:

Frequemcy

C BB 0805 0EI0 015 0830 0825 CEI 08X 0BG
BLEW Scome

Fig. 9. Histogram of BLEU scores of 10 samples of Hindi translation

Histogram of SLEW Scores - Kannada

arh [ B L1

Fig. 10. Histogram of BLEU scores of 10 samples of Kannada translation
5.2 Comparisons of various summarisers:

We have compared various summarisation models while keeping in mind various factors such as the domain of
interest and informativeness of the summary as shown in Fig. 11.

Models Evaluation metrics
Rouge -1 | Rouge-2 | Rouge-L chrF
Bart - large 0.30 0.11 0.27 tensor(0.3149)
TS - base 0.25 0.10 0.23 tensor(0.2249)
Bert 0.21 0.09 0.19 tensor(0.5732)
GPT 3 - Davinci 0.39 0.16 0.35 tensor(0.5297)
GPT 3.5 - Turbo 0.59 032 0.54 |cnsor(0.8020*

Fig. 11. Evaluation and comparison of summarizers

6. Applications
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e Revision Material Generation: This dataset can be used to generate concise and informative revision
material in multiple languages, which can be used by students and learners to study and retain information.

e  Multilingual Question-Answering Systems: Using the cross-lingual summarization dataset, we can
develop multilingual question-answering systems that can understand and answer questions in multiple
languages.

e Language-Agnostic Information Retrieval: The summaries from the dataset can be used to create
language-agnostic information retrieval systems that can retrieve relevant information from documents in
different languages. This is useful for cross-border collaborations, global research initiatives, and
multinational businesses.

e Language Learning Aids: Summaries from different texts can be used as language learning aids,
providing learners with materials in their native language and corresponding summaries in the language
they are learning.

e Automatic Document Summarization: Using this dataset, we can create automatic document
summarization tools that generate concise summaries in multiple languages. This is helpful for industries
that deal with multilingual documents, such as the legal or diplomatic sectors.

e Cross-Lingual Content Curation: Platforms and content aggregators aiming to deliver diverse content
to multilingual audiences can utilise this dataset for cross-lingual content curation. Summaries can be
used to curate and present content in multiple languages, catering to a broader audience base.

7. Conclusion

In this research endeavour, we have presented a novel and invaluable dataset designed to revolutionise the field of
cross-lingual text summarization. The dataset, comprising paragraphs from the geography NCERT textbook
alongside their summarizations in Hindi and Kannada, addresses a critical need for multilingual knowledge
dissemination and comprehension. Unlike most existing datasets that focus on plain translation, our dataset offers a
distinct advantage through its cross-lingual summarization approach, preserving linguistic nuances, and ensuring the
content's educational relevance.

The use of the geography NCERT textbook as the source material also assures a high standard of content quality,
promoting accuracy and trustworthiness in the summaries. Beyond its immediate applications in education and
research, our dataset paves the way for innovative approaches to cross-lingual text summarization. It offers a versatile
tool for linguistic analysis, summarization research, and knowledge dissemination in regional languages.

As we move forward, we anticipate that our dataset will serve as a catalyst for the development of advanced cross-
lingual summarization models, fostering global accessibility and enhancing comprehension for learners of diverse
linguistic backgrounds. We encourage the research community to explore the possibilities this dataset presents, with
the hope that it will lead to transformative advancements in multilingual text summarization and contribute to a more
inclusive and interconnected world of knowledge dissemination.
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