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Abstract: The world is a multilingual tapestry, yet access to information remains largely confined to individual 
languages. This language divide hinders cross-cultural communication, limits access to diverse perspectives, and 
impedes the flow of knowledge. Cross-lingual text summarization, the task of generating concise summaries of text 
in one language for readers of another language, holds the potential to bridge this divide. However, the development 
of effective cross-lingual summarization models is hampered by the scarcity of high-quality multilingual datasets. To 
address this challenge, we present a novel dataset for cross-lingual text summarization, consisting of English 
paragraphs paired with their respective summaries in Hindi and Kannada. This dataset is the first of its kind to 
provide summaries in two Indian languages, catering to a vast and diverse population. The dataset was carefully 
constructed to ensure high quality and relevance, with each summary accurately representing the key information 
and sentiment of the original English paragraph. These models can be applied to various domains, including news 
summarization, scientific literature review, and educational content adaptation. Moreover, the dataset can be used 
to create multilingual information access systems, personalised learning materials, and tools for promoting cultural 
understanding. 

Keywords: Text summarization, Cross-lingual summarization, Hindi, Kannada, Dataset, Machine learning, 
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1.     Introduction 

In the digital age, the relentless proliferation of information and the sheer volume of text data available pose 
significant challenges for information retrieval and comprehension. One crucial aspect of this challenge is the need 
for effective text summarization techniques, enabling users to extract the essence of a document without going 
through its entirety. While there has been considerable progress in text summarization, many existing solutions 
primarily focus on English, often neglecting languages of equal importance and rich cultural heritage, such as Hindi 
and Kannada. Our dataset comprises English paragraphs paired with their summarizations in Hindi and Kannada, 
providing a valuable resource for cross-lingual text summarization.  

Multilingual text summarization is a vital area of research due to the increasing diversity of online content and the 
need for global accessibility. English, Hindi, and Kannada represent a particularly interesting set of languages for 
such a study. English serves as a lingua franca in international communication, while Hindi and Kannada are two of 
the most widely spoken languages in India.  

Our research paper makes a substantial contribution through the creation of a comprehensive dataset specifically 
tailored for cross-lingual text summarization. We have meticulously curated and annotated a collection of English 
paragraphs from the geography books of middle and high school from the NCERT book in India. These paragraphs 
have been paired with high-quality summarizations in both Hindi and Kannada, ensuring a rich resource for training 
and evaluating summarization models. Our dataset offers researchers an opportunity to explore and advance the state 
of the art in multilingual text summarization, addressing the scarcity of such resources for Hindi and Kannada. 

In this paper, we outline our research objectives, which include not only the description and analysis of our dataset 
but also the development and evaluation of a novel multilingual text summarization model. We will discuss the 
methodology employed, experiments conducted, and the evaluation metrics used to assess the performance of the 
model. Furthermore, we will present the results of our experiments, demonstrating the effectiveness of our approach 
in generating high-quality summaries in Hindi and Kannada. 

2.     Literature Survey and Existing Datasets 

2.1    KanCMD [1] 

 
      Fig. 1.  Dataset statistics of KanCMD [1] 

The KanCMD dataset is a collection of code-mixed Kannada-English YouTube comments that have been annotated 
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for sentiment analysis and offensive language detection. The dataset consists of 7,671 comments that were annotated 
by at least three different people. The annotators showed a high level of agreement, with a Krippendorff's alpha of 
0.73 for sentiment analysis and 0.78 for offensive language detection.  

To establish a basic benchmark, the researchers used several conventional machine learning algorithms, including 
Logistic Regression (LR), Support Vector Machine (SVM), Multinomial Naive Bayes (MNB), K-Nearest Neighbors 
(KNN), Decision Trees (DT), and Random Forest (RF), to perform both sentiment analysis and offensive language 
detection on the KanCMD dataset. 

2.2    Hind_encorp [2] 

The Hind_encorp is a dataset containing English-Hindi pairs whose data comes from the following sources:  

1. Tides, which contains 50K sentence pairs taken mainly from news articles. This dataset was originally collected 
for the DARPA-TIDES surprise-language contest in 2002, later refined at IIIT Hyderabad and provided for the NLP 
Tools Contest at ICON 2008.  

2. Commentaries by Daniel Pipes contain 322 articles in English written by a journalist Daniel Pipes and translated 
into Hindi. 

3. EMILLE. This corpus (Baker et al., 2002) consists of three components: monolingual, parallel and annotated 
corpora. 

The dataset contains the source identifier, alignment type, alignment quality, English and Hindi segments. The 
segments are delimited with <s> if there are more than one segments in the text field. 

2.3    WAT 2019 Hindi-English Dataset [3] 

 
 Fig. 2.  System Architecture [3] 

The WAT 2019 is a dataset that inputs an image, rectangular region in the image and the caption in English. It outputs 
the caption in Hindi. It contains 32,925 in Text, JPEG file format. 

The translation of English to Hindi on the Hindi Visual Genome dataset is done in 3 separate tasks: Using only the 
text dataset, Using only the image dataset and Using both the text and image dataset. The text dataset is first 
preprocessed into a Byte Pair Encoding format. The image and description in the HVG dataset are structured in such 
a format that the caption describes only a selected rectangular portion of the image. Using the processed text data, 
the translation of English-Hindi is carried out on a neural machine translation open-source tool based on OpenNMT. 
For generating the caption in Hindi for the processed images, a 4096-dimensional vector generated by the VGG16 
for each image is then fed to the RNN Model with BEAM search. In the final task of multimodal translation of 
English to Hindi, the processed text and image dataset are fed into their model.  

 

3.   Proposed Methodology 

3.1 Data Collection 

We have curated a dataset that contains paragraphs that are taken from the geography NCERT textbook which is 
used in middle and high school of CBSE and State board Indian schools. Our decision to draw paragraphs from this 
authoritative source serves a twofold purpose. First, it guarantees the relevance and accuracy of the content, as it 
adheres to the prescribed syllabus for geography education. Second, it ensures that the dataset is educationally 
valuable, as it is derived from a resource used to foster a deeper understanding of geographical principles among 
students. This alignment with the curriculum makes our dataset particularly suitable for text summarization research 
aimed at enhancing comprehension and accessibility of educational materials in multiple languages. Our dataset's 
foundation in the geography NCERT textbook ensures not only its academic integrity but also its potential to facilitate 
cross-lingual knowledge dissemination in the context of geography education. 

3.2 Data Preprocessing  

Effective cross-lingual summarization relies heavily on robust pre-processing techniques to harmonise diverse 
textual data. In this section, we outline a series of essential steps undertaken to standardise and optimise the input 
text column for subsequent cross-lingual summarization tasks, to ensure quality and consistency: 

1. Text Normalisation: Text normalisation was performed to ensure consistency in the dataset. This included tasks 
such as converting text to lowercase, removing diacritics, and standardising punctuation marks. By applying these 
normalisation techniques, we aimed to reduce the variability stemming from differences in text formatting. 

2. Stopword Removal: Stopwords, commonly occurring words (e.g., 'and', 'the', 'is') that carry little semantic 
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meaning, were removed from the text. This step was executed to reduce noise in the dataset and focus on content-
carrying words crucial for summarization. 

3. Lemmatization or Stemming: To further normalise the text, lemmatization or stemming techniques were applied. 
Lemmatization involved reducing words to their base or dictionary form (lemmas), whereas stemming involved 
reducing words to their root form. This process aimed to consolidate variations of words and improve the 
summarization quality. 

4. Handling Special Characters and Numerical Values: Special characters, symbols, and numerical values were 
handled appropriately, given that the input is derived from a school textbook 

These pre-processing steps collectively prepared the input text column, ensuring uniformity, language-specific 
treatment, and optimal representation for subsequent cross-lingual summarization task 

3.3 GPT 3.5 Turbo for text summarization 

The implementation of the GPT-3.5 model for text summarization entails a meticulous process that extends beyond 
utilising OpenAI's turbo model. It involves configuring the system as a specialised assistant dedicated to generating 
concise summaries from educational content. 

Model Configuration: To operationalize the GPT-3.5 model, we designated a specific role within the system 
dedicated to text summarization. Leveraging this role, the model processes input text by processing the original 
content as a prompt. This prompts the model to generate succinct summaries tailored to educational contexts. 

Prompt Engineering Strategies: In conjunction with model configuration, prompt engineering serves as a critical 
element in guiding the GPT-3.5 model towards producing contextually relevant summaries. Through carefully 
crafted prompts that include specific cues regarding the educational material's nature, we guide the model's attention 
toward extracting salient points for summarization. 

Fine-tuning Techniques: Recognizing the inherent limitations of the default GPT-3.5 model for educational 
summarization, we embarked on fine-tuning endeavours. These involved a series of experiments, where we 
intricately adjusted several critical parameters to optimise the quality and relevance of generated summaries. 

Additional Fine-tuning Parameters: 

● Learning Rate Adjustment: Fine-tuning the learning rate played a pivotal role in calibrating the model's 
adaptability to educational content. By tuning this parameter (e.g., learning_rate=0.0001), we guided the 
model to better comprehend and summarise diverse educational materials. 

● Epoch Iterations: We meticulously varied the number of training iterations or epochs during fine-tuning 
to capture nuances in educational content comprehensively. Adjusting epoch iterations (e.g., epochs=5) 
allowed the model to refine its understanding and summarization capabilities over multiple passes through 
the dataset. 

● Temperature: By adjusting the temperature parameter, we control the randomness of the generated text. 
Higher values (e.g., 0.7) introduce more randomness, while lower values (e.g., 0.2) produce more 
deterministic responses. To ensure that the model provides succinct summaries on a diverse range of 
topics, a higher temperature value was set for greater randomness. 

● Max_tokens: We limit the length of the generated summary by setting the max_tokens parameter. This 
ensures that the summaries remain concise and within the desired length. 

● Top-p (Nucleus Sampling): By setting the top-p parameter (e.g., 0.9), we control the diversity of the 
generated text. It helps to avoid repetitive or irrelevant information by sampling from a subset of the most 
likely tokens. 

● Frequency Penalty and Presence Penalty: These parameters allow us to fine-tune the model's behaviour 
regarding the repetition and relevance of generated text. By adjusting the penalties (e.g., 
frequency_penalty=0.5, presence_penalty=1.0), we encourage the model to generate more unique and 
contextually relevant summaries. 

Code Implementation: The code implementation for fine-tuning involved utilising OpenAI's API interface along 
with custom Python scripts. Leveraging this interface, we meticulously adjusted these parameters within the script, 
enabling seamless integration of the fine-tuning process into the summarization pipeline. 
These implementation details encapsulate the comprehensive approach taken to configure, and integrate the GPT-
3.5 model for educational text summarization, ensuring its adaptability and efficacy across diverse educational 
materials. 

3.4 Text Translation 

Employing the Google Translator API for text translation involved a meticulous approach, leveraging its capabilities 
while fine-tuning parameters to ensure nuanced language conversions. Delving into the intricacies of this API, we 
optimised its functionalities, refining the translation process to attain a more sophisticated and precise transformation 
of textual content across languages. 

4.     Dataset  

4.1   Dataset Description: 

The dataset consists of the following data for each frame: 

ISSN NO : 0363-8057

PAGE NO: 450

GRADIVA REVIEW JOURNAL

VOLUME 9 ISSUE 11 2023



 

 

1. English Text - Text obtained from the geography NCERT textbook of middle and high school. This is entered 
manually.  

2. English Summary - Summarised text of the first column which is done using the GPT 3.5 model without any 
translation.  

3. Hindi Summary - Summarised text of the first column which is done using the GPT 3.5 model and then translated 
to Hindi.  

4. Kannada Summary - Summarised text of the first column which is done using the GPT 3.5 model and then 
translated to Kannada.  

4.2   Dataset Snippets: 

1.  

 
Fig. 3.   Snippet 1 of the dataset - English text and summary 

 
Fig. 4.   Snippet 1 of the dataset - Hindi and Kannada summary 

2.  

 
Fig. 5.   Snippet 2 of the dataset - English text and summary 

 
Fig. 6.   Snippet 2 of the dataset - Hindi and Kannada summary 

3.  

 
Fig. 7.   Snippet 3 of the dataset - English text and summary 
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Fig. 8.   Snippet 3 of the dataset - Hindi and Kannada summary 

 

5.     Comparison Results 

Unlike most existing datasets that are either plain translation from English to Hindi or English to Kannada, our dataset 
is different in a way that firstly contains cross-lingual summarisation in two languages. This differentiation allows 
various use cases including in education which promotes learning in regional languages, summarisation of large 
documents in particular regional languages and enables global accessibility.  

By providing summarizations in both Hindi and Kannada, our dataset empowers students in India and other regions 
where these languages are spoken. It makes high-quality educational content accessible in regional languages, 
fostering inclusivity and aiding comprehension among learners. Students can now grasp complex geographical 
concepts more effectively in their native languages, enhancing the educational experience. 

In contrast to most datasets in this field which are designed for a specific application or research domain, our dataset's 
cross-lingual nature broadens its applicability. It can be used for educational purposes, linguistic analysis, 
summarization research, and more, making it a versatile resource for a wide range of research and development 
endeavours.  

5.1     Evaluation of translation through BLEU scores: 

BLEU, or the Bilingual Evaluation Understudy, is a score for comparing a candidate translation of text to one or 
more reference translations. The idea is that the closer the predicted sentence is to the human-generated target 
sentence, the better it is. 

 
              Fig. 9.  Histogram of BLEU scores of 10 samples of Hindi translation   

 
              Fig. 10.  Histogram of BLEU scores of 10 samples of Kannada translation   

5.2     Comparisons of various summarisers: 

We have compared various summarisation models while keeping in mind various factors such as the domain of 
interest and informativeness of the summary as shown in Fig. 11. 

 
 Fig. 11.  Evaluation and comparison of summarizers  

 

6.     Applications 
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● Revision Material Generation: This dataset can be used to generate concise and informative revision 
material in multiple languages, which can be used by students and learners to study and retain information. 

● Multilingual Question-Answering Systems: Using the cross-lingual summarization dataset, we can 
develop multilingual question-answering systems that can understand and answer questions in multiple 
languages. 

● Language-Agnostic Information Retrieval: The summaries from the dataset can be used to create 
language-agnostic information retrieval systems that can retrieve relevant information from documents in 
different languages. This is useful for cross-border collaborations, global research initiatives, and 
multinational businesses. 

● Language Learning Aids: Summaries from different texts can be used as language learning aids, 
providing learners with materials in their native language and corresponding summaries in the language 
they are learning. 

● Automatic Document Summarization: Using this dataset, we can create automatic document 
summarization tools that generate concise summaries in multiple languages. This is helpful for industries 
that deal with multilingual documents, such as the legal or diplomatic sectors.  

● Cross-Lingual Content Curation: Platforms and content aggregators aiming to deliver diverse content 
to multilingual audiences can utilise this dataset for cross-lingual content curation. Summaries can be 
used to curate and present content in multiple languages, catering to a broader audience base. 

 

7.     Conclusion 

In this research endeavour, we have presented a novel and invaluable dataset designed to revolutionise the field of 
cross-lingual text summarization. The dataset, comprising paragraphs from the geography NCERT textbook 
alongside their summarizations in Hindi and Kannada, addresses a critical need for multilingual knowledge 
dissemination and comprehension. Unlike most existing datasets that focus on plain translation, our dataset offers a 
distinct advantage through its cross-lingual summarization approach, preserving linguistic nuances, and ensuring the 
content's educational relevance.  

The use of the geography NCERT textbook as the source material also assures a high standard of content quality, 
promoting accuracy and trustworthiness in the summaries. Beyond its immediate applications in education and 
research, our dataset paves the way for innovative approaches to cross-lingual text summarization. It offers a versatile 
tool for linguistic analysis, summarization research, and knowledge dissemination in regional languages. 

As we move forward, we anticipate that our dataset will serve as a catalyst for the development of advanced cross-
lingual summarization models, fostering global accessibility and enhancing comprehension for learners of diverse 
linguistic backgrounds. We encourage the research community to explore the possibilities this dataset presents, with 
the hope that it will lead to transformative advancements in multilingual text summarization and contribute to a more 
inclusive and interconnected world of knowledge dissemination. 
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